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## Abstract

Since vocabulary is one of the most important components of reading comprehension, the relationship between the two has been studied in great detail. The significance of this relationship lies in the degree of coverage of the word families in the texts. This study examined the lexical coverage of a corpus of $6,802,300$ words from the first-year course books of the National Open University of Nigeria. With Anthony's AntWordProfiler software, we analyzed the lexical coverage of the corpus using the Lexical Frequency Profiling approach. The current study used Nation's (2012) BNC/COCA to determine the necessary vocabulary size for course book comprehension. The corpus study revealed that in order to
reach $95 \%$ and $98 \%$ of the entire course book corpus, respectively, 5000 and 11000 word-families were required. However, vocabulary size needed for comprehension of each disciplinary field varied greatly, with the hard sciences having a significantly higher lexical demand as compared to the other fields. Students need a larger vocabulary to interact with and understand the course books, especially in the hard sciences. Therefore, materials writers and instructors should consider the specific disciplinary vocabulary needs in course books. Similarly, due to disciplinary differences, more specific instructions and glossaries are needed for first-year university students better to understand course books, especially hard science course books. The study demonstrated the significance of corpus-based approaches in the analysis of language learning materials. Overall, the study underlined the importance of sufficient vocabulary for reading comprehension.
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## INTRODUCTION

Recently, corpus-based research has focused on the analysis of academic writing, which has led to a growing number of students having to read course books in English. This has resulted in the identification of particular features of academic vocabulary in course books, which have been of great concern in numerous EAP studies (Valipouri \& Nassaji, 2013). This is because English course books, especially in ESL/EFL classes where they effectively function as a syllabus, are crucial for students' vocabulary acquisition (Yang \& Coxhead, 2022).

Conversely, vocabulary knowledge breadth and depth-is critical to learners' performance in the four skills (Janebi Enayat \& Derakhshan, 2021; Miralpeix \& Muñoz, 2018). Many studies have demonstrated the strong correlation between successful reading comprehension and vocabulary knowledge, especially breadth (Zhang \& Zhang, 2020). Indeed, there is evidence that a large receptive vocabulary one facilitates good reading comprehension recognises regardless of mastery level (Nation, 2006). Research has shown that vocabulary size and reading comprehension positively correlate (Laufer \& Ravenhorst-Kalovski, 2010).

Learners in an ESL situation, then, need to be accustomed to this knowledge in order to acquire vocabulary (Haruna, et al., 2018; Ibrahim et al., 2018). In many contexts, this amount of inputespecially in language learning texts-could be the primary means of vocabulary growth, especially if it is relatively low (Sun \& Dang, 2020). In order to maximize learning and enable readers to both understand the content of the text and focus on the words that are most useful to them, the vocabulary used in these writings should be carefully selected. For this reason, much research has looked at vocabulary in ESL/EFL course books.

Nevertheless, there are still research trends on vocabulary that are important for the current study especially in the context of course books. Lexical load, academic vocabulary, and frequency are some of these concepts. Sun and Dang (2020), for example, distinguish three different approaches to vocabulary analysis in their study of academic writing. Considering the positive relationship between lexical knowledge and comprehension in research, the study of vocabulary in academic texts based on lexical coverage is believed to be significant as it provides information on how students can understand textbooks (van Zeeland \& Schmitt, 2013). This is true even when learners' comprehension increases as their vocabulary knowledge increases (Schmitt, Jiang \& Grabe, 2011).

The second trend in studies focuses on the calculation of highfrequency words used in texts. This type of research is crucial because it examines how many words are good for students. For example, research found that only 1400 of the 2000 word families were included in the course book series. In the same vein, it was reported that the New English File textbooks contained only 1435 of the 2000 word families (Su \& Dang, 2020). The third area of study is repetition in text materials. Research on this is essential because vocabulary acquisition benefits from repetition (Webb \& Nation, 2017).

Despite the abundance of studies on vocabulary in ESL contexts, there is dearth of studies on lexical coverage on course books especially for open universities developed for self-learning.

Since English language is the vehicle through which all forms of education are imparted and all forms of formal education in Nigeria are acquired, it continues to be the common language of all ethnic groups despite individual and cultural differences. Vocabulary mastery is therefore essential especially for Open University students who have physical limitation and largely depend on course books for their academic programmes. The aim of this study, therefore, is to find out the vocabulary that students in the National Open University of Nigeria are exposed to by examining the vocabulary coverage of first-year course books. In this study, firstyear course books were chosen because they are the first materials that students come into contact with during their first year programme after their transition from secondary school to university (Makino, 2024). The results are relevant to educators, course developers and eventually students studying at undergraduate level. The next section reviews the related literature.

## Lexical Coverage

The term "lexical coverage" is defined as the reader's familiarity with the running words of the text (Nation, 2006, p.61). Lexical coverage is the extent to which the target audience is familiar with the input words (Webb, 2021). It measures the degree of ease or adequacy with which a text can be understood and assesses the extent to which a text has been learned or understood (Hsu, 2014). Therefore, the question of how many words in a text need to be understood in order to achieve adequate or reasonable comprehension, thereby avoiding the need for learners to use "compensatory strategies" (Laufer, 2013, p. 868), and to enable incidental vocabulary learning is a common way in which vocabulary research addresses the issue of lexical coverage (Nation, 2006).

Extensive research has shown the importance of lexical coverage for understanding written texts. Furthermore, research shows that students' reading comprehension improves when they recognise more terms in a book (Arndt, 2022; Laufer \& RavenhorstKalovski, 2010; Schmitt, Jiang \& Grabe, 2011). The influence that vocabulary knowledge has on comprehension is therefore
highlighted by studies on lexical coverage (Webb, 2021). Lexical coverage generally corresponds to the degree of familiarity readers have with the words occurring in the text. It indicates whether or not a text has been sufficiently learned and understood and whether it can be easily or sufficiently digested (Laufer \& Nation, 1995).

Research on lexical profiling therefore examines the vocabulary knowledge required to obtain $95 \%$ and $98 \%$ for comprehension (Laufer \& Ravenhorst-Kalovski, 2010). In response to these studies, research (e.g., Dang \& Webb, 2014) investigated the number of words required for comprehension of different discourse styles. For example, Nation (2006) found that spoken discourse requires 6,000-7,000 word families to achieve $98 \%$ lexical coverage, while written literature requires $8,000-9,000$ word families.

In light of the above postulates, positive relationship were demonstrated on lexical depth and reading comprehension in many studies (e.g. Laufer, 2013; Nurmukhamedov \& Webb, 2019; van Zeeland \& Schmitt, 2013), which has led to wide-ranging considerations of lexical profiling and coverage. According to Laufer (1995), adequate comprehension is defined as a vocabulary comprehension of $95 \%$ minimally. However, with less than $95 \%$, comprehension is likely to be inadequate (Coxhead \& Boutorwick, 2018). This means that learners with a vocabulary of $95 \%$ or less may need some support when reading a text. In contrast, learners who can read a text independently are those who have mastered $98 \%$ of the vocabulary. This is because knowledge of vocabulary is considered the key to understanding a written text (Rabadi, 2023).

Consequently, numerous studies have investigated lexical coverage in textbooks using Nation's BNC/COCA frequency lists. Nguyen (2020) examined the lexical components in 30 units of English textbooks of Vietnamese high school students using Cobb's Lextutor and the 25 1000-word lists from Nation's BNC/COCA frequency lists (Nation, 2016). According to the results, students needed knowledge of $3,000-5,000$ word families to understand $95 \%$ and $98 \%$ of the textbooks, respectively, which was above their vocabulary knowledge of 2000 high-frequency words. In addition,
the textbooks did not sufficiently expose students to new words in context.

In another study, Sun and Dang (2020) analyzed the lexical load of a collection of Chinese high school textbooks produced by Yilin Press. These textbooks were used by 265 high school students. Based on the nation's BNC/COCA lists, Sun and Dang's (2020) used the Updated Vocabulary Levels Test (UVLT) (Webb et al., 2017). According to the study, students needed 3,000 and 9,000 word families to fully understand $95 \%$ and $98 \%$ in the texts. Based on the test takers' responses in the vocabulary test, this vocabulary load was significantly higher than their level of vocabulary comprehension. It was also found that of the 265 students, only five had learned the 3,000 word families and the majority had difficulties mastering them at their level.

To summarize, while the above review has shown that vocabulary knowledge is a strong predictor of reading comprehension, most of these efforts have focused on improving the accessibility of textbooks produced by foreign publishers for use by second language learners around the world (such as: Sun and Dang, 2020; Coxhead \& Boutorwick, 2018). Therefore, it is still unclear how much high-, mid- and low-frequency vocabulary in locally published course books contribute to students' overall reading comprehension, particularly in African context. This indicates that vocabulary research in Nigerian university course books is under-researched. Thus, to the researchers' knowledge, there are no studies on lexical coverage in the course books of National Open University. Against this background, the present study attempts to fill in the gap.

In this light, this study makes important contributions to the existing body of knowledge through an in-depth examination of lexical coverage in the course books of National Open University of Nigeria (NOUN). Findings provide valuable insights with practical implications that enhance our understanding of language for academic purposes in open universities and offer suggestions for improving the educational experience for Nigerian students. The implications of this research go beyond the immediate context of

NOUN and enrich the broader discourse on vocabulary research and pedagogy in open education. The next section discusses the lexical frequency profile in relation to the study.

## Lexical Frequency Profile

Lexical Frequency Profiling (LFP) is an analytical method created in 1995 by Laufer and Nation that measures both the lexical depth of a text and the useful size of a learner's vocabulary (Stamatović, Bratić \& Lakić 2020). LFP is widely used in EFL as well as ESL research and education, often to ascertain the lexical density of particular texts, as it is the most well-known frequency-based measure of vocabulary analysis. It has been discovered that the LFP, while not the only way for measuring lexical richness, yields results that are very similar compared to alternate methods (Lindqvist, Anna \& Camilla, 2013).

In contrast to lexical coverage studies, lexical profiling, which is defined as the estimate number of vocabulary required for $95 \%$ and $98 \%$ word coverage (Webb, 2021) and mastery of the most common terms in English, has been the subject of a significant amount of research (Nation, 2006). The lexical load of numerous discourse genres has been the subject of such investigations. Studies on the vocabulary demands of EFL textbooks (Sun \& Dang, 2020), the lexical load of television shows and films (Webb \& Rodgers, 2009), the vocabulary profile of spoken academic English (Dang \& Webb, 2014), and even the vocabulary profile of popular songs in English Language Teaching (ELT) (Tegge, 2017) have all been studied. These studies provide clarity on the number of words needed to understand different types of speech and advise teachers on what vocabulary to teach in terms of frequency ranges.

The present aim of the study, therefore, is to analyze the lexical coverage of the National Open University of Nigeria's first-year course books using Nation's (2012) BNC/COCA word list. Nation's (2012) BNC/COCA word list is adopted as it is regarded as an extensive reference corpus that has been used for many years (Hsu, 2013). As far as we know, such a study has never been conducted in the Nigerian context. Based on the findings of this study, a vocabulary learning target will be set for undergraduate university
students, in line with Webb and Nation (2012) who recognise the value of conducting lexical profile studies to determine vocabulary targets for learning education.

This study aims to address following research questions:
RQ1: What are the lexical coverage and Schmitt and Schmitt's (2014) coverage of high, mid and low frequency in first-year university course books?
RQ2: What are the variations in lexical coverage across hard sciences, soft sciences, and non-sciences course books?

## RESEARCH METHOD

## The Compilation of the Corpus

For this study, a course book corpus of $6,802,300$ words was compiled from three disciplinary fields developed by the National Open University of Nigeria (Hard Sciences, Soft Sciences and NonScience). Through the website NOUN e-courseware (https://nou.edu.ng/e-courseware/), we obtained pdf versions of all the course books used in the corpus. All texts were initially contained in PDF files and were first converted to txt files using Anthony's (2022) AntFileConverter software. Once the files were converted, the data was manually cleaned, i.e. prefaces, tables, references, captions and appendices were removed before being analyzed using the AntwordProfiler tool. The cleaning of the texts was a necessary step before conducting the analysis in order to standardize the corpus (Benson \& Coxhead, 2022; Chen \& Ge, 2007; Lu \& Coxhead, 2020).
Table 1. Word Counts in NOUN Course books Corpus

| No. | Fields | Number of Books | Number of Words |
| :--- | :--- | :---: | :---: |
| 1 | Hard Sciences | 75 | $2,370,502$ |
| 2 | Soft Sciences | 50 | $2,030,393$ |
| 3 | Non-Sciences | 75 | $2,401,405$ |
|  | Total | 200 | $6,802,300$ |

The base word lists of the British National Corpus and Nation's Corpus of Contemporary American English (BNC/COCA) (2012) were used with the tool to analyze the corpus using word family as a unit of counting. Nation's (2012) BNC/COCA base word lists were used due to their size and ability to analyze vocabulary at multiple frequency levels. The corpus was created taking into account its representativeness, specificity, use of full texts, and electronic availability, as recommended by Sinclair (1991) and Barnbrook (1996).

## Data Analysis

To determine the coverage of the NOUN corpus for the first year, we used the Nation's BNC/COCA 25,000 base level wordlists along with supplementary lists (proper nouns, marginal words, compound words and abbreviations). The adoption of the BNC/COCA base word lists was motivated by the desire to create a classification of word frequency from most frequent to least frequent. It is used to assess the lexical threshold/load required to understand certain types of text within a given discourse domain. Prior to the final analysis, words that were not included in Nation's (2012) base lists or the supplementary lists were reclassified into the appropriate lists. Examples of such words are proper nouns (e.g. Nigeria, Yoruba) and compound words (e.g. antenatal, tapewarm).

The corpus was then analyzed using Anthony's (2021) AntwordProfiler software. This software allows users to input written material and analyze its lexical coverage based on specific base word lists. The software also displays the frequency and scope of each word based on word lists. The result for the coverage for each 1000 -word level was added until the thresholds of $95 \%$ and $98 \%$ were reached without supplementary lists. On the other hand, coverage of each 1000-word level was also added to supplementary lists until the overall coverage reached the thresholds of $95 \%$ and $98 \%$ respectively. Cumulative coverage included proper names, marginal words, compound words, and abbreviations because previous studies (e.g., Dang, 2019; Sun, \& Dang, 2020) have found that they require little learning. This is followed by the coverage of

Schmitt and Schmitt's (2014) high, mid, and low frequency vocabulary. Then the variations of lexical load in three fields (hard, soft and non-sciences) are examined.

## RESULTS \& DISCUSSION

## Lexical Coverage and Schmitt and Schmitt's (2014) coverage of high, mid and low frequency

To answer this, Table 2 presents the lexical profile in accordance with BNC/COCA base word lists, showing the number of families, coverage and the three most frequently occurring words in each. The distribution of the vocabulary of the NOUNC corpus among the 25 BNC/COCA base word lists and the four supplementary lists, adopting the $25 \mathrm{BNC} / \mathrm{COCA}$ base word lists, is shown in this table.
Table 2. Lexical Profile of NOUNC across Nation's (2012) BNC/COCA Word Lists

| Base word lists | Running words | Coverage \% | Cumulative Coverage \% | Word Family | Examples |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $1^{\text {st }} 1000$ | 4619909 | 67.92 | 67.92 | 1000 | The, of, and |
| $2^{\text {nd }} 1000$ | 848946 | 12.48 | 80.4 | 999 | Unit, development, social |
| 3 rd 1000 | 648340 | 9.53 | 89.93 | 1000 | Objectives, data, assessment |
| $4^{\text {th }} 1000$ | 144201 | 2.12 | 92.05 | 998 | tutor, acid, acids |
| $5^{\text {th }} 1000$ | 77079 | 1.13 | 93.18 | 993 | membrane, nutrients, enzymes |
| $6^{\text {th }} 1000$ | 50094 | 0.74 | 93.92 | 975 | Pre, logistics, hygiene |
| 7th 1000 | 34789 | 0.51 | 94.43 | 946 | Amin, glucose, microbial |
| $8^{\text {th }} 1000$ | 26214 | 0.39 | 94.82 | 912 | Skeletal, sanitation, enumerate |
| 9th 1000 | 17726 | 0.26 | 95.08 | 845 | microorganisms, lipids, germination |
| $10^{\text {th }} 1000$ | 13165 | 0.19 | 95.27 | 787 | Inter, respiration, iodine |
| $11^{\text {th }} 1000$ | 11596 | 0.17 | 95.44 | 723 | Anti, cheque, yam |
| $12^{\text {th }} 1000$ | 8800 | 0.13 | 95.57 | 644 | Cytoplasm, phylum, protozoa |
| $13^{\text {th }} 1000$ | 7566 | 0.11 | 95.68 | 593 | Versa, cassava, viz |
| $14^{\text {th }} 1000$ | 7637 | 0.11 | 95.79 | 519 | Intramural, sharia, alveolar |
| 15 ${ }^{\text {th }} 1000$ | 5024 | 0.07 | 95.86 | 479 | Hausa, organelles, tillage |


| Base <br> word lists | Running <br> words | Coverage <br> $\%$ | Cumulative <br> Coverage $\%$ | Word <br> Family | Examples |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $16^{\text {th }} 1000$ <br> $17^{\text {th }} 1000$ | 5137 | 0.08 | 95.94 | 453 | Neo, quran, covalent <br> Prokaryotes, naira, |
| $18^{\text {th }} 1000$ | 4377 | 0.06 | 96 | 395 | neutrons <br> Flagella, endoplasmic, |
| $19^{\text {th }} 1000$ 2603 0.04 | 96.09 | 358 | unicellular <br> Malware, alkyl, redox <br> 20 th 1000 | 2041 | 0.03 |

The table shows that lexical coverage decreases through the first 1,000 to 25,000 word families, with $67.92 \%, 12.48 \%$ in the first and second 1000 high frequency words. However, the coverage rate dropped significantly to $2.12 \%$ and $1.13 \%$ for the fourth and fifth 1000-word family base word lists, which nevertheless contained a reasonable number of word families. After the fifth 1,000 -word list, the number of participating word families decreased noticeably and the coverage rate increased (less than 1\%) only slightly until the coverage rate of the Nation's (2012) BNC/COCA lists and the supplementary lists combined reached $98.8 \%$.

Additionally, the four supplementary lists of the Nation (2012) BNC/COCA lists provided insightful information about the NOUNC corpus. A percentage of $1.42 \%$ of the course books contained proper
nouns. These were given to people and places, such as Nigeria and Lekki. In addition, there were other lists that included coverage of abbreviations in the corpora ( $0.27 \%$ ), marginal words ( $0.62 \%$ ) and transparent compound words ( $0.27 \%$ ).

On the other hand, Table 3 displays the lexical coverage of the NOUNC corpus. Taking into account the modified supplementary lists from Nation (2012), the vocabulary analysis opted for Laufer \& Ravenhorst-Kalovski (2010) 95\% and 98\% cut-off point. These were made part of the analysis because, as Nation (2013) notes, students have no difficulty learning supplementary lists once they have mastered them (see, e.g., Dang and Webb 2014; Nation, 2006; Coxhead, Dang\& Mukai, 2017). Because of their high coverage, the words in the supplementary lists were critical to achieving $95 \%$ and $98 \%$ coverage.
Table 3. Cumulative Coverage of the NOUNC by BNC/COCA Base lists

| Base word lists | Coverage <br> $(\%)$ | Cumulative Coverage <br> with supplementary lists |
| :--- | :---: | :---: |
| proper nouns | 1.42 | 1.42 |
| Transparent compounds | 0.27 | 1.69 |
| Abbreviations | 0.27 | 1.96 |
| marginal words | 0.62 | 2.58 |
|  | 67.92 |  |
| $1^{\text {st }} 1000$ | 12.48 | $70.5 \%$ |
| $2^{\text {nd }} 1000$ | 9.53 | $82.98 \%$ |
| $3^{\text {rd }} 1000$ | 2.12 | $92.51 \%$ |
| $4^{\text {th }} 1000$ | 1.13 | $94.63 \%$ |
| $5^{\text {th }} 1000$ | 0.74 | $\mathbf{9 5 . 7 6 \%}$ |
| 6 th $^{\text {th }} 000$ | 0.51 | $96.5 \%$ |
| $7^{\text {th }} 1000$ | 0.39 | $97.01 \%$ |
| $8^{\text {th }} 1000$ | 0.26 | $97.4 \%$ |
| 9 $^{\text {th }} 1000$ | 0.19 | $97.66 \%$ |
| $10^{\text {th }} 1000$ | 0.17 | $97.85 \%$ |
| $11^{\text {th }} 1000$ | $\mathbf{9 8 . 0 2 \%}$ |  |

As shown in Table 3, students needed to have a vocabulary of 5,000 most frequently occurring word families from the BNC/COCA base lists plus the supplementary lists to attain the $95 \%$ minimum comprehension. This result is in line with Hsu's (2014) who found that engineering textbooks had coverage of $95 \%$ in vocabulary analysis at 5,000 words. In the same vein, a vocabulary of 11,000 most frequently occurring word families from the

BNC/COCA base lists and the supplementary lists were needed to attain 98\%, which is considered the optimal vocabulary for reading comprehension in the corpus. This result is confirmed by previous research (e.g., Ng et al., 2020; Sun \& Dang, 2020), which also achieved $98 \%$ on 11,000 word base lists.

In this regard, the table underpins the relevance of supplementary lists for comprehension which is demonstrated by the fact that the $98 \%$ coverage of the 25,000 base words would not be achieved without them. This claim was supported by a related discovery by Yang and Coxhead (2020), who also found that the third year book in the Chinese English textbook series achieved only $98 \%$ coverage on the 25,000 -word base list without supplementary lists. Although the study was conducted in an EFL setting, such a conclusion may be extended to ESL context. This shows how important the supplementary lists are for understanding the corpus. In addition, the results show how lexically demanding the NOUNC corpus was, suggesting that students need a larger vocabulary to comprehend the course books.

When evaluating how well high, mid, and low-frequency words were covered in the NOUNC corpus, it is imperative to bear in mind their definitions. Schmitt and Schmitt (2014) contested Nation's base list classification, classifying the first three 1,000-word families (BASEWRD 1000-3000) of the BNC/COCA lists as high-frequency vocabulary, (BASEWRD 4000-8000) as mid-frequency vocabulary and (BASEWRD 9000-25000) as low-frequency vocabulary using Nation's frequency-based base word lists (2012). Next, the coverage of the BNC/COCA base word lists that were included in each band was added to determine the coverage of each band. For example, high-frequency words were estimated using the BASEWRD 1,2 , and 3 coverage, and the same method was used to compute the coverage of midand low-frequency vocabulary. As indicated in Table 4, this approach allowed researchers to obtain a more thorough grasp of the vocabulary distribution in the NOUNC corpus.

Table 4. Coverage of high, mid, and low-frequency

| Frequency bands | Base word lists | Coverage |
| :--- | :--- | :--- |
| High-frequency vocabulary $(1,000-3,000)$ | $1,2,3$ | $89.93 \%$ |


| Mid-frequency vocabulary $(4,000-8,000)$ | $4-8$ | $4.89 \%$ |
| :--- | :--- | :--- |
| Low-frequency vocabulary $(9,000-25,000)$ | $9-25$ | $1.4 \%$ |
| Proper nouns, marginal words, compounds, <br> abbreviations | $31-34$ | $2.55 \%$ |
| Off-List | 35 | $1.23 \%$ |
| Total |  | $100 \%$ |

Based on Schmitt and Schmitt (2014) classification, high frequency words covered the highest percentage of $89.93 \%$ of all tokens in the corpus' total coverage, as shown in Table 4 above. Low-frequency vocabulary covered the least percentage of the corpus, with $1.4 \%$, whereas mid-frequency words made up $4.89 \%$, a significantly lower but still considerable component of the overall coverage. The four supplementary lists, on the other hand, accounted for $2.55 \%$ of the running terms in the corpus.

Overall, the results of the lexical coverage and Schmitt and Schmitt (2014) coverage of high, mid and low frequency revealed three main issues. First, familiarity with the first, second, and third 1,000 high frequency word families is necessary to comprehend the NOUNC corpus. This finding aligns with recent research demonstrating the significance of the first 3,000 word families in spoken (Dang, Coxhead \& Webb, 2017) and written discourse (Rugby, 2020). Second, in reaching 95\% coverage in the NOUNC corpus, understanding supplementary lists was essential. Finally, the supplementary base word lists had more than $1 \%$ of words, indicating that certain fields may have technical words that are only present in that field, as was the case with finance according to Ha and Hyland (2017). Thus, for effective academic performance in ESL contexts, learners need an extensive vocabulary to meet the challenges of English in academic contexts for better reading comprehension (Szudarski, 2018). Variations of lexical load in hard sciences, soft sciences, and non-sciences are shown in the next section.

## Variations in Lexical Coverage across Hard Sciences, Soft Sciences, and Non-Sciences Course books

To respond to this, different levels of coverage are required in each of the three areas to reach $95 \%$ and $98 \%$ of the NOUNC corpus. By comparing the vocabulary level of the course book sub-corpora with the Nation's base lists and determining the number of word families needed to reach $95 \%$ and $98 \%$, the lexical text coverage of each field was determined. Words with little or no learning were also listed in Table 3, along with coverage of the base lists from the BNC/COCA corpus. These included swear words and exclamations, proper nouns (which were usually easy to identify), abbreviations (which were usually defined when they were first used in a text) and marginal words (which were only words consisting of letters of the alphabet).

The results revealed that knowledge of more than 4,000 supplementary lists was required to achieve a minimum criterion of $95 \%$ coverage for both soft sciences and non-sciences. This result is consistent with previous research studies (Dang and Webb, 2014; Dang, 2018a; Dang, 2018b) which showed that 95\% was achieved for 4000 families. They also discovered that it takes a vocabulary of $3,000-4,000$ word families to cover $95 \%$ of the soft sciences. However, they did not reach the same conclusions as Bratic \& Stamatović (2021), who claimed a larger coverage of 9,000 families.

However, 8,000 plus supplementary lists would be required to achieve minimal coverage for the hard sciences, covering only $95.55 \%$ of the texts. This result suggests that the minimum vocabulary for reading comprehension in the hard sciences must be 8,000 words. Bratić \& Stamatović (2021) also observed this high lexical demand. They found that reading a scientific, technical, or medical corpus required more than the 25,000 basic lists plus proper nouns, abbreviations, and marginal words.

Table 5. Lexical Coverage of First-year NOUN course books Across the three fields

Hamisu Hamisu Haruna, Azza Jauhar Ahmad Tajuddin, Ibrahim Bashir

| BNC/COCA base word | Hard Sciences \% | Cum \% | Soft Science $\%$ | Cum \% | NonSciences \% | Cum \% |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| proper nouns | 0.8 | 0.8 | 1.69 | 1.69 | 1.82 | 1.82 |
| Marginal words | 1.01 | 1.81 | 0.33 | 2.02 | 0.47 | 2.29 |
| Transparent compounds | 0.35 | 2.16 | 0.23 | 2.25 | 0.22 | 2.51 |
| Acronyms | 0.37 | 2.53 | 0.2 | 2.45 | 0.21 | 2.72 |
| $1^{\text {st }} 1000$ | 64.38 | 66.91 | 68.26 | 70.71 | 71.12 | 73.84 |
| $2^{\text {nd }} 1000$ | 12.48 | 79.39 | 13.54 | 84.25 | 11.59 | 85.43 |
| 3 rd 1000 | 9.72 | 89.11 | 10.6 | 94.85 | 8.45 | 93.88 |
| $4^{\text {th }} 1000$ | 2.58 | 91.69 | 1.81 | 96.66 | 1.92 | 95.8 |
| $5^{\text {th }} 1000$ | 1.63 | 93.32 | 0.86 | 97.52 | 0.88 | 96.68 |
| $6^{\text {th }} 1000$ | 0.98 | 94.3 | 0.56 | 98.08 | 0.65 | 97.33 |
| 7th 1000 | 0.68 | 94.98 | 0.35 | 98.43 | 0.48 | 97.81 |
| $8^{\text {th }} 1000$ | 0.57 | 95.55 | 0.25 | 98.68 | 0.31 | 98.12 |
| 9 th 1000 | 0.43 | 95.98 | 0.14 | 98.82 | 0.2 | 98.32 |
| $10^{\text {th }} 1000$ | 0.3 | 96.28 | 0.11 | 98.93 | 0.15 | 98.47 |
| $11^{\text {th }} 1000$ | 0.27 | 96.55 | 0.1 | 99.03 | 0.13 | 98.6 |
| $12^{\text {th }} 1000$ | 0.23 | 96.78 | 0.05 | 99.08 | 0.09 | 98.69 |
| $13^{\text {th }} 1000$ | 0.21 | 96.99 | 0.05 | 99.13 | 0.07 | 98.76 |
| $14^{\text {th }} 1000$ | 0.2 | 97.19 | 0.04 | 99.17 | 0.08 | 98.84 |
| $15^{\text {th }} 1000$ | 0.15 | 97.34 | 0.02 | 99.19 | 0.04 | 98.88 |
| $16^{\text {th }} 1000$ | 0.16 | 97.5 | 0.03 | 99.22 | 0.04 | 98.92 |
| 17th 1000 | 0.13 | 97.63 | 0.02 | 99.24 | 0.04 | 98.96 |
| $18^{\text {th }} 1000$ | 0.11 | 97.74 | 0.01 | 99.25 | 0.02 | 98.98 |
| 19th 1000 | 0.09 | 97.83 | 0.01 | 99.26 | 0.01 | 98.99 |
| $20^{\text {th }} 1000$ | 0.06 | 97.89 | 0.01 | 99.27 | 0.02 | 99.01 |
| 21 ${ }^{\text {st }} 1000$ | 0.08 | 97.97 | 0.01 | 99.28 | 0.02 | 99.03 |
| $22^{\text {nd }} 1000$ | 0.04 | 98.01 | 0 | 99.28 | 0.01 | 99.04 |
| $23{ }^{\text {rd }} 1000$ | 0.03 | 98.04 | 0 | 99.28 | 0.01 | 99.05 |
| 24 ${ }^{\text {th }} 1000$ | 0.04 | 98.08 | 0 | 99.28 | 0 | 99.05 |
| $25^{\text {th }} 1000$ | 0.05 | 98.13 | 0 | 99.28 | 0.01 | 99.06 |
| Off lists | 1.88 | 100 | 0.69 | 100 | 0.96 | 100 |

Conversely, the vocabulary required to cover $98 \%$ of the NOUNC corpus varied from soft sciences, which had the lowest lexical demands with 6,000 word families, to hard sciences, which had the highest demands with 22,000 word families. The results suggest that it may be more difficult for students majoring in hard sciences to reach the highest level of reading comprehension than for students majoring in other subjects (e.g. soft sciences and nonscience). This result was supported by Vuković-Stamatovi (2020) and Bratic \& Stamatovi (2021), who also found high lexical demand in hard sciences in their corpus. The former group felt that these
books were best read by truly proficient ESL readers. On the other hand, the latter group posits that the books can only be reserved for highly proficient graduates and professionals. The pedagogical implications are discussed in the next section.

## Pedagogical Implications of the Main Findings

Based on the results presented above, the present study has some pedagogical implications. By comparing the lexical profile of the first-year course books NOUN with the modified BNC/COCA base word lists, this study was able to gain valuable insight into the nature of vocabulary in the corpus. In general, the study highlighted four important findings that could impact on the way first-year university students learn vocabulary for NOUN course books. First was the lexical profile of the corpus in terms of Schmitt and Schmitt's (2014) high, mid, and low frequency and Nation's (2012) BNC/COCA base lists. The results showed that $89.93 \%$ of the vocabulary in both corpora was high-frequency.

Second, the results showed that the discourse in hard science was significantly more lexically demanding than the discourses in the other two fields, which resulted in a considerable learning effort in vocabulary. Therefore, understanding the 22,000 word families and Nation's (2012) supplementary lists were necessary for $98 \%$ cumulative coverage in the hard sciences. In contrast, only 8,000 words were required in the non-sciences and 6,000 words in the soft sciences. Thus, because of the discrepancy between the three vocabularies, more specific instructions and glossaries were needed for first-year university students to understand the subject, especially in the hard sciences textbooks.

Third, as noted in other studies (e.g. Yang \& Coxhead, 2020), course book resources have not been developed in line with research on how to improve students' vocabulary learning. Studies on vocabulary have provided suggestions and ideas for second or foreign language teaching (e.g. Nation, 2011), but their influence on course book production seems to have been small. It is also recommended that course book developers be made aware of and trained in tools such as online vocabulary profiles and that more
emphasis is needed on vocabulary in explicit instructions for publication.

Finally, the research has demonstrated the value of corpusbased approaches in the analysis of language learning materials. Because these methods shed light on text features, studies of this kind open up new perspectives for language training. Therefore, further corpus-based evaluations of educational resources are suggested. These analyses can, for example, examine the progression of learning across different learning stages or materials used in other educational settings.

## CONCLUSION

Using Nation's (2012) BNC/COCA, this study examined lexical coverage, Schmitt and Schmitt's (2014) coverage of high, mid and low frequency as well as variations in lexical loads across hard sciences, soft sciences, and non-sciences in first-year university course books. To avoid being overwhelmed with level course books, students need to know the vocabulary requirements for each level. Course book developers can employ this analysis to methodologically control which words are included in their textbooks and which are omitted. For this study, we set a threshold of $95 \%$ text comprehension as the minimum for text coverage. The study found that the hard science textbooks had the highest vocabulary coverage at 22,000 words. As this is a stepping stone for the newly admitted student in the field, this is not surprising, and as a result, discipline-specific vocabularies are introduced.

To achieve the required vocabulary, students need to invest more time and effort in vocabulary learning to reach $95 \%$. It might be easier to acquire the required vocabulary with the help of a manual or a list of words, which would also help in visualizing language acquisition. For this reason, ESL teachers in universities should provide vocabulary acquisition resources to first-year students so that they can cope with the enormous lexical load required for good reading comprehension. The results of this study show that there are a reasonable number of off-lists (1.2\%). In view
of this, we suggest that future studies focus on how jargon is used in health science textbooks.

While this study provided valuable insights, it was limited to only one type of text: course books. This limitation restricts the usefulness and implications of the study. It is therefore recommended that future studies should examine lexical coverage in other types of texts, such as final year research projects and students' essays.
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