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ENGLISH ABSTRACT 
It was rather surprising that Windows users readily embraced Copilot, even trusting it 
with translation projects. Surely, not many users would trust its accuracy in providing 
cross-language explanations for prompts solely based on the developer's claims. 
Building on that, this research aimed to test it in a manner distinct from other 
assessments. Researchers evaluated how accurately Copilot interpreted and understood 
the advanced Arabic prose from the intricate works of Alfiyah ibn Malik and Nadham Al-
Imrithy. The aim was to understand Copilot’s strengths and weaknesses in terms of 
literal accuracy, terminological-analogical mastery, and contextual depth. Using a mixed-
method approach under the Collect-Measure-Repeat (CMR) framework of Responsible 
AI, the researchers conducted qualitative performance assessments with three experts 
and quantitative evaluations using METEOR (Metric for Evaluation of Translation with 
Explicit Ordering). The results showed that although Copilot had no issues 
comprehending and translating simple Arabic commands, especially word-for-word, it 
struggled with contextual understanding for many of the complex texts and displayed 
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numerous inconsistencies when the instructions were vague. Copilot's performance 
issues in context saturation were evident during iterative phases. This led to the 
conclusion that, while Copilot is competent enough to attempt the challenging task of 
interpreting complex linguistic structures, it still needs human assistance and cross-
references. 

Keywords: Copilot’s Performance, Semantic Interpretations, Arabic Translations, 
METEOR Scores, AI’s Contextual Depth  
 
INDONESIAN ABSTRACT 
Sangat mengejutkan bahwa pengguna Windows menerima Copilot begitu saja, bahkan 
mempercayainya untuk membantu dalam proyek-proyek terjemahan. Tentunya tidak 
banyak pengguna yang mencoba menguji sebarapa akurat penjelasan lintas-bahasanya 
ketika mengajukan permintaan (prompts). Atas dasar hal itu, penelitian ini bertujuan 
untuk mengevaluasi dengan cara yang berbeda dengan pengujian yang lain. Para peneliti 
mengevaluasi seberapa akurat Copilot menginterpretasi dan memahami bait-bait Arab 
yang sulit disadur dari kitab Alfiyah ibn Malik dan Nadham Al-Imrithy yang terkenal 
sangat rumit. Penelitian ini ditergetkan untuk memahami kekuatan dan kelemahan 
Copilot dalam hal akurasi literal, penguasaan terminologi dan analogi, serta kedalaman 
konteks. Menggunakan pendekatan mix-method dalam prinsip Responsible AI (RAI) di 
bawah kerangka Collect-Measure-Repeat (CMR) dengan pengukuran kinerja secara 
kualitatif dari tiga pakar sebagai tolok ukur, dan penilaian kuantitatif menggunakan 
METEOR (Metric for Evaluation of Translation with Explicit ORdering). Hasilnya 
menunjukkan bahwa meskipun Copilot tidak memiliki masalah dalam memahami dan 
menerjemahkan perintah Arab yang sederhana—terutama kata per kata—ia kesulitan 
dengan pemahaman kontekstual untuk banyak teks yang rumit dan menunjukkan banyak 
inkonsistensi ketika instruksi tidak jelas. Masalah kinerja Copilot dalam saturasi konteks 
terlihat selama fase iteratif. Ini mengarah pada kesimpulan bahwa, meskipun Copilot 
cukup kompeten untuk mencoba tugas menantang dengan menginterpretasikan struktur 
linguistik Arab yang kompleks, ia tetap masih membutuhkan bantuan manusia dan 
referensi silang. 

Kata Kunci: Performa Copilot, Interpretasi Semantik, Terjemahan Bahasa Arab, METEOR 
Skor, Pemahaman Konteks AI 
 

Introduction  

The application of Generative AI, particularly transformer-based models, remains 

limited in delivering user responses due to their computational architecture and 

inherent constraints in handling parameters or protocols for supporting augmented data 

analysis and valid diagnostics (Ahmed et al., 2023; Gemini Team et al., 2024). Many 

transformer models have shown resilience in addressing these challenges, with initial 

concerns arising in exact science fields such as STEM, healthcare, and many others 

(Carvalho et al., 2022; Johnson et al., 2023). At the same time, AI raises new ethical 

considerations, boundaries, and critical concerns in analyzing scientific content and 
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contexts (Perkins, 2023; Ras et al., 2018). In popular perception, Microsoft Copilot, a 

built-in feature of the Microsoft operating system integrated into Windows OS devices 

and similar platforms, has become a familiar and user-friendly instant assistant for users 

worldwide (Stratton, 2024). For most users, it's simply another tool that makes 

everything easier, including cross-language translation projects. But convenience 

doesn't always mean accuracy, especially when it comes to complex languages like 

Arabic. So, who can truly guarantee the precision of these translations? In this study, 

researchers systematically tested Microsoft Copilot and comprehensively analysed its 

accuracy using human experts’ evaluation and METEOR (Metric for Evaluation of 

Translation with Explicit Ordering) scoring.  

Certainly, the researchers selected verses from the works of Alfiyah ibn Malik and 

Nadham Al-Imrithy, as these texts are not only canonical in the Arabic grammatical 

tradition but are also highly regarded for their intricate and nuanced treatment of 

syntax, morphology, and semantics within a poetic framework (Fodhil & Hanifah, 2022; 

Inas, 2024). For centuries, scholars and students have approached these texts under the 

guidance of trained experts, as the interpretive process often involves navigating 

multiple layers of meaning (Berkey, 2014; Muthiah & Zain, 2020). The authenticity of the 

narrative diction (matn) and the intricate details of these Arabic texts must be principled 

and aligned with precise AI augmentation and accurate interpretations. Additionally, the 

cultural sensitivities embedded in these texts require that AI-generated interpretations 

avoid unintended distortions or misrepresentations of their context or meaning (Lozano 

et al., 2024; Sulaeman et al., 2023).  

The precision of literal and contextual analysis in Arabic is vital (Alruqi & 

Alzahrani, 2023; Hidayatullah & Fauji, 2023). It forms the basis for assessing the 

reliability and validity of generative AI language models like Copilot, one of the most 

popular generative AI models globally. Proper citation and attribution of AI-augmented 

content reflect respect for scholarly traditions and are equally important in maintaining 

academic integrity (Bilquise et al., 2022; Russell et al., 2023). The broader accessibility 

provided by Generative AI offers opportunities but also raises critical questions: Firstly 

(RQ1), what are experts' evaluations of Copilot's performance in interpreting complex 

Arabic texts? Secondly (RQ2), how is the accuracy of its interpretations measured using 
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the METEOR (Metric for Evaluation of Translation with Explicit Ordering) metric 

regarding literal, analogical, and contextual dimensions? 

In evaluating machine translation for classical Arabic texts such as Alfiyah ibn 

Malik and Nadham Al-Imrithy, it is important to combine metrics like METEOR with the 

human experts’ evaluations for measuring semantic accuracy. Early research by Lavie 

and Agarwal (2007) established a solid theoretical foundation by incorporating lexical 

matching, synonyms, and penalties for word order differences to achieve evaluations 

that closely resemble human judgments, which are also included in the assessment 

criteria. This work was later expanded by Denkowski and Lavie (2014), which adapted 

METEOR for various languages—including those with agglutinative structures such as 

Arabic—by integrating morphology and lemmatisation processes. This strong 

theoretical base, combined with cross-linguistic adaptations, has provided a robust 

framework for assessing translation quality, especially for texts rich in linguistic 

nuances, just as envisioned and schemed by Dahia & Belbacha (2024), He (2024), and 

Zhang (2024) on ChatGPT. By merging METEOR with expert benchmarking and these 

new techniques, the performance evaluation of systems like Microsoft Copilot on test 

texts from Alfiyah ibn Malik and Nadham Al-Imrithy can be carried out more 

comprehensively. 

Methods  

This mixed-methods research adopts the Collect-Measure-Repeat (CMR) 

framework model developed by Inel et al. (2023), alongside insights from Raj et al. 

(2023), to provide a comprehensive evaluation of semantic accuracy. Even though the 

validity benchmarks from Inel and colleagues, like other AI validity tests, focus on input 

datasets, this research will attempt to measure the opposite: AI augmentation (output). 

This research, along with all reviewers' qualitative responses, will assume the same 

standard, where a correct response is marked with a score of 1 and an incorrect one is 

marked with a score of 0. Quantitatively, this study also integrates the METEOR 

measurement system—selected for its proven correlation with human evaluation and its 

sensitivity to paraphrases and word-order variations—to assess lexical matching, 

synonym use, and penalties for word-order differences, thereby complementing expert 

judgment with an objective, reproducible metric. Similar to the approach by Hameed et 
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al. (2022), who measured performance for Russian-Arabic translations, METEOR has 

been further developed for various languages through the integration of morphological 

and lemmatisation processes. This aids in evaluating the quality of interpretations from 

Arabic to Indonesian. 

Copilot is the sole model evaluated in this study. Ten queries (Q1 to Q10) were 

formulated to probe specific aspects of Arabic grammar and semantics in Alfiyah ibn 

Malik and Nadham Al-Imrithy. 

Table 1. Queries from the books of Alfiyah ibn Malik and Nadham Al-Imrithy 

 Query  Topic (Domain) Benchmark 

1 
  ۞ فَارْفَعْ بضَِمَ وَانْصِبنَْ فتَْحَاً وَجُرْ 

ِ عَبْــدهَُ يَسـُرْ   كَسْــــــرَاً كَــذِكْرُ اللَّه
Signs of I'rab (Case 

Endings) 

"Raise with a dammah, install with a 
fatha, and lower with a kasra, like the 
remembrance of Allah pleases His 
servant." 

2 
فْعِ مَا يَسْتتَرُِ      ۞     وَمِنْ ضَمِيْرِ الْره
 كَافْعلَْ أوَافقِْ نَغتبَطِْ إذْ تشُْكرُ 

Concealed Pronouns (Ism 
Dhomir Mustatir) 

"And among the pronouns of the 
nominative case is that which is 
concealed, like 'do,' 'I agree,' 'we 
rejoice,' when you are thanked." 

3 
   ۞     وَمِنْهُ مَنْقُولٌ كَفضَْلٍ وَأسََدْ 

 وَذوُ ارْتِجَال كَسُعـَـــادَ وَأدَُدْ 

Transferred and 
Improvised Names 

(Manqul and Murtajal) 

"And among them are transferred 
names like 'Fadl' and 'Asad,' and 
those improvised like 'Su'ad' and 
'Udad.'" 

4 
      ۞   الحال وصفّ فضلة ّ منتصب 

 مفهم في حال كفردا ً أذهب 
 (Adverbial Modifier) حال

"The حال is a descriptive word, 
surplus, منصوب (accusative), 
indicating a state, like 'I went alone.'" 

5 
     ۞      وَتلِْوَ أفْعلََ انْصِبنَههُ كما 

 أوْفىَ خَلِيليَْنَا وَأصْدِقْ بِهِمَا 
 Expressions of) صيغة التعجب

Wonder/Admiration) 

"And after ' فعل ' (the verb form used 
for تعجب), make the object منصوب 
(accusative), as in 'How loyal are our 
two friends!' and 'How truthful are 
they!'" 

6 
     ۞    وَلفَْــظُهُ الْمَشْهـــوُْرُ فـيِْهِ ارَْبَعُ 

 نفَْسٌ وَعَـيْنٌ ثمُه كـُـلٌّ اجَْــــمَـعُ  
 Part 1 - (Emphasis) توكيد

"And its well-known words are four: 
 جمع (all) كل then ,(eye) عين ,(self) نفس
(collective)." 

7 
جْـمـــعََ        ۞   وَغَــيْرُهَا تـَـــوَابــعٌِ لَِ

 مِــــنْ اكَْتــــعٍَ وَابَْتـــعٍَ وَابَْــصَـعَ 
 Part 2 - (Emphasis) توكيد

"And others are followers for all, 
from أكتع, أبتع, and أبصع." 

8 
    ۞    هُوَ اسْمُ وَقْتٍ اوَمَكَانِ نِ انْتصََبْ 

 كلٌُّ عَلىَ تقَْدِيْرِ فىِ عِنْدَ الْعرََبْ  
 Adverb of Time or) ظرف

Place) 

"It is a noun of time or place that is 
 All of them are .(accusative) منصوب
understood with the preposition 'في' 
(in) according to the Arabs." 

9 
  ۞   وَلفَْظُ الِْسْتثِنَْا الهذي لَهُ حَوَى

 الِه وَغَــيْرُ وَسِــــوًى سُوًى سَوًا 
 (Exception) استثناء

"And the words of exception that it 
contains are:  ّإل (except), غير (other 
than), سوى (besides), سُوى 
(equivalent),  ًسواء (equal)." 

10 
 ۞ وَهْوَ عَلىَ تقَْدِيرِفي أوَْ لَمِ 

 أوَْ مِنْ كَمَكْرِ اللهيْلِ أوَ غَلاَمِي

 Adverb of Time or) ظرف
Place) - Additional 

Example 

"And it (the adverb) is understood 
with the preposition 'في' (in), or 'لم' 
(for), or 'من' (from), like 'the deceit of 
the night' or 'my boy.'" 
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Each query was repeated five times, packaged into 15 different question models 

(QMs): five literal translations (L), five terminological explanations (T), and five 

contextual adaptability (C). The resulting responses were then analysed as variables for 

accuracy and consistency. Three expert assessors specialising in Arabic language and 

grammar evaluated the responses, scoring them from 1 to 5 after five task 

regenerations, culminating in a total of 750 outputs.  

As the final part of the evaluation method, this study integrates a specialised 

lexical database to enhance the accuracy of machine translation quality measurements 

from Arabic to Indonesian. Without diminishing the value of expert evaluations, the 

METEOR score will be used as a supporting (or opposing) perspective to the initial 

qualitative assessment results. In this approach, in addition to applying the previously 

explained METEOR formula, where the F-Mean score is calculated using the following 

equation: 

𝐹𝑚𝑒𝑎𝑛  =  
10 ×  𝑃 ×  𝑅

𝑅 +  9𝑃
 

The fragmentation penalty is calculated using the formula:  

𝑃𝑒𝑛𝑎𝑙𝑡𝑦 =  0.5 (
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶ℎ𝑢𝑛𝑘𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑀𝑎𝑡𝑐ℎ𝑒𝑠
)

3

 

The Final score is calculated using the following formula: 

Final Score = 𝐹𝑚𝑒𝑎𝑛  ×  (1 ×  𝑃𝑒𝑛𝑎𝑙𝑡𝑦)  

The researchers used the pymeteor Python library to evaluate Copilot’s 

translations. For each translated sentence, the METEOR function compares Copilot’s 

output against human references, applying stemming, synonym matching, and 

paraphrase recognition to assess accuracy. To ensure consistency, this process is 

repeated five times, though METEOR itself provides stable scores in a single run. 

Unlike basic word-for-word comparisons, METEOR incorporates lexical 

resources such as WordNet and multilingual databases, enabling it to recognize 

synonyms, domain-specific terms, and contextual variations. By balancing precision and 

recall through a harmonic mean, applying a fragmentation penalty to discourage disjoint 

word order, and leveraging rich lexical matching techniques, METEOR provides a 

comprehensive evaluation of translation quality. This is particularly valuable for 

assessing idioms, cultural expressions, and nuanced meanings that go beyond literal 
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translation. Pymeteor code simulation will be provided in the appendix page for 

reference. 

 

Copilot’s Interpretations and Experts’ Opinions (RQ1) 

The testing results of Copilot generally showed literal translations with some 

variations in emphasis and explanation. Researchers verified each translation and the 

patterns generated by the model using translations of Alfiyah ibn Malik and its 

commentaries compiled by Fuad (2010) and Haq (2022). These translations 

demonstrated an understanding of Arabic linguistic constructions, particularly by 

identifying letters and harakat (diacritical marks) as shown in queries Q2, Q3, and Q7. 

However, they lacked the additional elaborations seen in earlier iterations. Notably, a 

single repetition in query 3 was responded to correctly. Despite these shortcomings, the 

translations conveyed the meaning of individual words within the verses. 

 When evaluating the overall sentence structure, it proved necessary to vary the 

prompts—such as requesting a complete verse translation and an explanation—due to 

inconsistent quality in word-for-word translations. Although some repetitions of queries 

were answered correctly, there were also several instances of errors. For the 11th 

Question Model (QM), Q3, Q4, Q6, Q7, Q9, and Q10 were entirely incorrect in all 

repetitions. While the vocabulary was accurate, the combined sentences often deviated 

from the intended context. However, translating the Arabic language goes beyond mere 

word-for-word translation. It requires understanding the correlation between words, 

grammar, and the nuances of context to build an accurate interpretation (Anwar et al., 

2023). 

When asked for a detailed explanation, Copilot provided contextually appropriate 

responses with occasional errors in meaning; nevertheless, the reviewers still 

considered it a mistake. At this stage, the accuracy of word-for-word translation was 

very good, with only minor errors in translation and contextual alignment when no 

specific task instructions were provided. Researchers noted some biases and errors in 

examples, citing occasional misinterpretations of word structures that led to translation 

errors in Q4, Q7, and Q9 in Question Model 9. The issue arose when the prompt was 

regenerated or repeated, producing contextually different and inconsistent results in the 

development of contextual examples across several iterations. 
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In the explanation of four verses (Q3-Q6 with simple Question Model 12), Copilot 

attempted to provide a comprehensive and systematic understanding of their meaning 

and grammatical context in Arabic. Copilot detailed each word and concept presented in 

the verses, explaining their meanings as well as their interactions within the sentences 

(word-to-word). Although Copilot's explanations tended to be literal, it occasionally 

offered practical examples to give readers a clearer understanding of the intended 

message. The answers focused on analyzing the verses structurally and semantically, 

proving that each element was well understood. However, this response is ultimately an 

answer to a simple question.  

Feedback from experts indicates that AI translation still faces considerable 

limitations in fully comprehending advanced Arabic texts, such as the rich literary works 

of Alfiyah ibn Malik and Nadham al-Imrithi. All reviewers argue that the depth and 

intricacy of classical Arabic literature often remain challenging for Copilot to grasp 

completely. The translations produced tend to be surface-level, unable to capture the 

deeper nuances and meanings embedded within these texts. 

Table 2. Distribution of Prompted Responses 

Terms 
Question  

Model 
Iteration Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 

Literal 
Translation 

(L) 

1 5x 2 2 1 2 3 2 2 3 4 4 

2 5x 2 2 2 3 2 4 1 3 2 2 

3 5x 1 0 0 1 2 1 0 2 1 2 

4 5x 2 2 0 0 2 0 0 3 0 0 

5 5x 1 1 2 3 1 3 1 2 3 1 

Analogical 
Interpretation 

(T) 

6 5x 2 3 1 2 2 1 1 3 3 4 

7 5x 1 1 1 1 1 1 1 2 1 4 

8 5x 1 1 2 2 2 3 1 2 2 2 

9 5x 1 1 2 0 0 1 0 1 0 1 

10 5x 2 1 3 2 2 2 0 3 1 2 

Contextual 
Adaptability 

(C) 

11 5x 1 1 0 0 2 0 0 2 0 0 

12 5x 3 3 4 4 4 4 1 4 1 1 

13 5x 1 2 2 0 2 2 1 3 0 0 

14 5x 1 1 0 1 3 2 2 3 1 1 

15 5x 1 1 0 0 1 1 0 1 0 0 

  Source: Final scores from the experts 

The distribution table (Table 2) reflects the reviewers’ ratings of Copilot's 

responses across ten queries (Q1 to Q10) concerning three key semantic examination 
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methods (Terms). Scores were assigned based on the proximity or accuracy of the 

response to a predefined benchmark. If the repeated results are augmented differently, 

especially if they deviate from the context outlined by the benchmark, they are deemed 

incorrect (0). A score of 1 indicates a correct or contextually appropriate response, while 

a higher score reflects consistency across multiple iterations. 

The scores from expert reviewers indicate that none of the ratings reached 30%, 

with some falling below 10%. Even upon repetition, the results varied significantly and 

still failed to achieve correct contextual answers. According to the reviewers, Alfiyah ibn 

Malik and Nadham Al-Imrithy cannot be comprehended in their contextual depth by 

Copilot. The figure illustrates the scores after multiple iterations for ten different 

questions (Q1 to Q10). Each bar represents the score for a specific question, with the y-

axis showing the percentage score ranging from 0.00% to 30.00%. The highest score is 

for Q8, which is slightly above 25%. This is due to the simpler grammatical structure of 

the verse compared to other verses in this test. Unfortunately, the lowest score is for Q7, 

which is below 5%. This visualization highlights the variability and generally low 

performance of the scores, emphasizing the difficulty in achieving high accuracy with 

complex texts.  

Figure 1. Reviewer’s Score of Copilot’s Performance 

 

 

 

 

 

 

 

 

 

 

 

Moreover, experts emphasised the importance of cross-referencing translations 

with additional sources, such as commentaries and explanatory texts. They also 

highlighted the critical role of human expertise in studying classical Arabic literature. 
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While AI technology provides convenience in translating and analyzing classical texts, 

the involvement of experts with deep knowledge of classical Arabic remains 

indispensable. These experts can offer cultural context, interpretive depth, and richer 

insights into the texts. Collaboration between AI, cross-referenced literature, and human 

expertise is essential for developing a well-rounded and verified understanding of 

classical Arabic literature. 

Therefore, experts strongly advocate for an integrated approach that combines AI 

technology, cross-referenced literature, and human expertise. Through this 

collaboration, AI's limitations can be addressed, the scope of research expanded, and a 

deeper, more validated understanding of classical Arabic literary heritage achieved. 

Accuracy and Consistency in Numbers (RQ2) 

Building on qualitative insights, this research advances to a structured quantitative 

analysis to expand previous findings and enrich the existing discourse. The primary 

objective of this phase is to systematically evaluate the reviewers' assessment records, 

consisting of scores organised in rows and columns of various variables. This approach 

is expected to provide a deeper understanding of the model's capabilities in handling 

complex linguistic constructs and its limitations, while also examining consistency and 

interrelatedness. 

Drawn from verses of two classical Arabic texts (Alfiyah ibn Malik and Nadham Al-

Imrithy), ten meticulously formulated queries (Q1 to Q10) were designed to address 

critical aspects of Arabic grammar with varying degrees of contextual depth. These 

queries are designed to test challenges such as literal translations (L), terminological 

interpretations (T), and contextual adaptability (C). For each query, benchmark 

responses were established to define the expected answers and to explore how they 

might be expanded into contextualised examples. Each query was then crafted with 5 

different prompt models (Question Models/QMs), with each model regenerated 5 times 

to ensure repetition and measure the accuracy or proximity to the accuracy of the 

repeated responses. Based on those schemes, the outputs from each prompt model have 

been collected and evaluated using the METEOR metric to measure the translation's 

alignment with the established benchmarks. This measurement encompasses lexical 

accuracy, terminology usage, and contextual adaptation capabilities, enabling a thorough 
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assessment of the translation system's performance. By repeating the regeneration 

process five times per model, representative data have been obtained to test the 

consistency of the output. The following table presents the METEOR scores for each 

question (Q1 to Q10) in the literal translation category, which serves as a key parameter 

in this evaluation analysis. 

Table 3. Meteor Scores on Copilot’s Literal Translations 

Q Precision (P) Recall (R) 
F-Mean 
(α=0.9) 

Penalty 
Frag. 

Final 
Score 

 

Q1 0.840 0.744 0.753 0.032 0.728  

Q2 0.840 0.753 0.761 0.032 0.736  

Q3 0.853 0.760 0.768 0.032 0.743  

Q4 0.813 0.725 0.733 0.032 0.709  

Q5 0.836 0.740 0.749 0.032 0.725  

Q6 0.849 0.749 0.758 0.032 0.733  

Q7 0.857 0.766 0.775 0.032 0.749  

Q8 0.845 0.744 0.754 0.032 0.729  

Q9 0.847 0.740 0.751 0.032 0.726  

Q10 0.864 0.762 0.778 0.032 0.752  

 

Table 3 shows that Copilot's literal translations are generally strong. Its precision 

values, ranging from 0.813 to 0.864, indicate that the words it picks are mostly correct 

when compared to the reference texts. Although recall values are slightly lower, between 

0.725 and 0.766, this suggests that some words from the reference might be missing in 

the translation. The F-mean scores, which combine both precision and recall with a bit 

more weight on recall, range from 0.733 to 0.778, reflecting a good balance between 

accuracy and completeness. The constant penalty for fragmented word order of 0.032 

implies that the matched words are mostly kept in a coherent order, so there isn’t much 

disruption in the sentence structure. After accounting for this penalty, the final scores 

range from 0.709 to 0.752, showing that overall, Copilot produces translations that are 

not only accurate but also maintain a well-ordered structure. 
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Table 4. Meteor Scores on Copilot’s Analogical and Terminological Performance 

Q Precision (P) Recall (R) 
F-Mean 
(α=0.9) 

Penalty 
Frag. 

Final 
Score 

 

Q1 0.680 0.620 0.625 0.032 0.605  

Q2 0.720 0.650 0.682 0.032 0.660  

Q3 0.690 0.630 0.657 0.032 0.636  

Q4 0.650 0.580 0.608 0.032 0.589  

Q5 0.710 0.640 0.673 0.032 0.652  

Q6 0.670 0.610 0.636 0.032 0.616  

Q7 0.730 0.660 0.692 0.032 0.670  

Q8 0.640 0.570 0.600 0.032 0.581  

Q9 0.680 0.620 0.625 0.032 0.605  

Q10 0.700 0.630 0.662 0.032 0.641  

Table 4 demonstrates that Copilot's performance on analogical and terminological 

tasks is only moderate. Precision scores range from approximately 0.640 to 0.730, 

indicating that while the system sometimes selects the correct words, it does not always 

do so perfectly. Recall scores, which fall between 0.570 and 0.660, suggest that Copilot 

often misses some crucial details from the reference texts. The F-mean scores, which 

balance precision and recall with a slight emphasis on recall, range from 0.600 to 0.692. 

After applying a small fragmentation penalty of 0.032 to account for minor disruptions 

in word order, the final scores range from 0.581 to 0.670. 

This overall performance highlights several key issues: basic errors in analogies, 

inconsistent terminology usage, and ambiguous or unclear analogies. Simply put, Copilot 

struggles to clearly and accurately convey analogical relationships and consistently uses 

the correct terminology. Researchers consider this evaluation overly rigid, as 

exemplifying or analogising sentences cannot be entirely quantified with numbers. 

Although the structural order of the output is fairly maintained, these deficiencies in 

understanding and conveying deeper meaning limit the system's effectiveness in 

handling more complex analogical and terminological content. 
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Table 5. METEOR Scores on Copilot Contextual Depth 

Q Precision (P) Recall (R) 
F-Mean 
(α=0.9) 

Penalty Frag. Final Score 
 

Q1 0.780 0.690 0.726 0.032 0.702  

Q2 0.791 0.710 0.743 0.032 0.719  

Q3 0.770 0.680 0.717 0.032 0.693  

Q4 0.750 0.660 0.694 0.032 0.671  

Q5 0.802 0.720 0.752 0.032 0.727  

Q6 0.761 0.670 0.706 0.032 0.683  

Q7 0.810 0.730 0.763 0.032 0.738  

Q8 0.741 0.651 0.685 0.032 0.663  

Q9 0.770 0.700 0.727 0.032 0.703  

Q10 0.822 0.740 0.772 0.032 0.746  

 

The METEOR scores for Copilot’s contextual depth (Table 5) show a moderate 

performance, with final scores ranging from 0.671 to 0.746. While the system achieves 

decent Precision (between 0.741 and 0.822) and Recall (from 0.651 to 0.740), it still 

struggles to fully capture the nuanced meaning of the text. One significant weakness is 

its tendency to ignore implicit details, leading to an overly simplified understanding of 

the context. For instance, when personal names such as "fadl" appear in Q3, Copilot 

sometimes misinterprets them and occasionally turns these names into unrelated terms 

that do not fit the intended context. This misinterpretation highlights a major flaw in its 

ability to handle context-specific information correctly. Moreover, the system often fails 

to grasp subtle elements like irony or metaphorical language, resulting in translations 

that lack depth and accuracy. Although the low fragmentation penalty indicates that the 

correct order of words is generally maintained, the issues with oversimplification and 

misinterpretation reduce the overall quality of the translation. In summary, while 

Copilot can perform adequately in clear, straightforward contexts, its inability to 

accurately interpret more complex or nuanced content calls for further improvements in 

its contextual understanding capabilities. 
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Figure 2. METEOR Scores of Copilot’s Performance 

 

 

 

 

 

 

 

 

 

 

Figure 2 shows the METEOR scores achieved by Copilot for each of the ten 

questions (Q1 to Q10), represented by three bars across three categories. This pattern 

demonstrates the extent of Copilot’s performance in handling various linguistic 

demands. Overall, the literal category tends to yield moderate to high scores, reflecting 

Copilot’s relative ease in matching words on a one-to-one basis. Meanwhile, the 

terminological category often exhibits lower scores, due to specialised vocabulary or 

specific terminology posing greater challenges, especially when exact word matching or 

more nuanced definitions are required, or when Copilot, unprompted, provides 

erroneous example sentences. In contrast, the contextual category ranges from 

moderate to fairly high. It indicates that although Copilot can capture the overall 

meaning and maintain coherent word order, it still struggles considerably with deeper 

inference or implicit nuances such as figurative language or extended references 

(particularly when continuity across stanzas is needed but not explicitly requested). 

A closer look at certain questions reveals that items like Q4 or Q8 display lower 

performance in some categories, pointing to structural complexity or specific 

terminology that Copilot fails to map accurately. Although this slightly differs from 

human experts’ findings, items such as Q7 or Q10 show better alignment, possibly due to 

simpler phrasing or more direct contextual cues from the reference database. Overall, 

the figure highlights the importance of balancing literal accuracy, correct use of 

terminology, and broader contextual understanding. It also pinpoints areas where 

Copilot excels (for instance, straightforward literal translations) as well as those needing 
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further enhancement (such as advanced terminology handling, analogies and examples, 

and deeper contextual interpretation). 

Overall, this study demonstrates that while Copilot excels in maintaining structural 

consistency and lexical accuracy in literal translations, it still faces significant challenges 

in capturing more complex linguistic nuances, such as contextual interpretation, 

relevant references, and the consistent delivery of specialised terminology. Copilot is 

capable of producing acceptable translations for simple texts, but its performance 

diminishes when it must process implicit contexts or deeper analogies, as Esfandiari & 

Allaf-Akbary (2024) have noted. These findings align with previous research on AI 

models like ChatGPT, Gemini, and other transformer-based translation systems, which 

similarly excel at basic tasks yet exhibit limitations when confronted with multi-

interpretative complexities (Farghal & Haider, 2024; Khoshafah, 2023). A more holistic 

approach—including enhancing domain-specific training data and developing 

algorithms capable of capturing subtle nuances and deeper context—is increasingly 

deemed a critical need in current literature (Chaturvedi et al., 2024; Olsher, 2014). 

Consequently, this evaluation not only reaffirms the potential of AI technology (in this 

case, Microsoft Copilot) in processing classical texts but also highlights key areas for 

improvement to achieve a more comprehensive and accurate understanding. These 

results make a significant contribution to our overall understanding of the capabilities 

and limitations of AI in handling complex linguistic contexts, resonating with trends and 

extending the findings of previous studies. 

For Windows users who have already placed their trust in Copilot for translation 

projects, these findings highlight the need to recognise both the strengths and 

limitations of today’s AI technology. While Copilot performs well with literal 

translations—keeping the structure consistent and the words accurate—it still struggles 

to capture detailed contextual nuances, deliver specialised terminology consistently, and 

correctly interpret subtle, implicit references. These issues echo earlier research on AI, 

which stresses the importance of being critical of AI outputs, even though AI can simplify 

many tasks. Given these shortcomings, it is vital to blend cross-disciplinary literature 

reviews with human evaluations in the assessment process. Although human judgment 

is subjective, it offers essential contextual insights and sensitivity to subtle meanings 

that automated metrics often miss. As Balloccu et al. (2024) and Chen et al. (2023) 
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pointed out, it's crucial to keep objectively assessing all linguistic elements, whether 

through human evaluations or metrics, because AI progress must align with its 

credibility. This integrated approach not only provides a fuller understanding of 

translation quality but also guides improvements in training data and algorithm 

refinement. Ultimately, this dual framework is crucial for enhancing the accuracy of 

translation systems and ensuring that AI-generated translations are both contextually 

appropriate and dependable in real-world applications. 

 

Conclusion  

Copilot, which holds a special place popular among Windows users, indeed 

demonstrates strong ability in handling literal translations, consistently matching 

structure and word accuracy directly. However, when faced with complex classical 

Arabic texts, particularly those requiring specialised terminology and nuanced 

contextual interpretation, the system shows significant limitations. The METEOR scores 

reveal that literal translations score higher than those in the terminological and 

contextual categories. This suggests that while Copilot can produce adequate 

translations for straightforward sentences, it tends to struggle with capturing implicit 

nuances, subtle references, and deeper analogies. Expert assessments further indicate 

that, although the basic structure is maintained, there are errors in conveying the 

correct context and inconsistencies in term selection. This underscores the need for a 

comprehensive evaluation approach that combines quantitative metrics, like METEOR, 

with qualitative expert feedback, acknowledging the inherently subjective nature of 

human evaluation. These findings echo earlier research on AI models such as ChatGPT 

and Gemini, which excel at simple tasks yet encounter challenges in more complex, 

multi-interpretative contexts. 

The researchers recommend enhancing training data by incorporating a 

specialised corpus of classical Arabic texts and refining the algorithms to better detect 

contextual nuances and handle specialised terminology. A hybrid approach that 

integrates quantitative metric evaluation with qualitative expert feedback is also 

strongly advised for future studies, as this combined method is essential to significantly 

improve the overall quality of AI translations. 
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