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Abstrak 

Learning assessment is an important part of the learning process. The quality of 

the assessments carried out must of course be proven, namely by using item analysis, 

one of which is analysis using the IRT (Item Response Theory) method. This research 

aims to determine the quality of the question items that have been designed in 

mathematics mid-semester assessment questions using the IRT method. 

The method used in this research is descriptive analysis with a quantitative approach. 

The research subjects were 143 class XI students at one of the Magelang Regency high 

schools. The research instrument used was mathematics mid-semester assessment 

questions in Multiple Choice form, totaling 20 questions. Data analysis was carried 

out using the technique of analyzing the characteristics of the questions based on the 

IRT method, consisting of two stages, namely the assumption test and the analysis test. 

Based on the results of the analysis, it was found that the items met the assumption 

tests, namely the unidimensional, local independence, and invariance tests. Based on 

the model suitability test, a 2-PL model was obtained that was suitable for use, namely 

analyzing the different power parameters and the difficulty level of the questions. 

Based on the results of the estimation analysis on the question item parameters, it was 

concluded that 16 questions met the criteria for good quality 

questions and 4 questions that met the criteria for deficient questions. 

Kata Kunci: assessment, irt methods, mathematics 

 

 

INTRODUCTION 

For years, students' abilities in mathematics have often been associated with 

difficulties in understanding the material and inappropriate learning strategies. Students 

usually find it difficult because mathematics material is complex and learning strategies 

may not suit their needs, so they have difficulty achieving understanding (Raj Acharya, 

2017; Wilkinson, 2018; Ziegler & Loos, 2017). This is often associated with low student 

achievement in mathematics subjects. Apart from these factors, Awopeju & Afolabi 
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(2016) revealed that the nature of the test questions and the characteristics of students 

also play an important role in their mathematical abilities. Test questions that may be 

designed with a certain level of difficulty can influence how students can answer them. It 

is important to consider the role of assessment in learning because assessment not only 

functions as a tool for measuring student abilities but also as a means of identifying and 

overcoming obstacles in mathematics learning. 

Learning assessment is an important component that cannot be separated from the 

entire learning process (Black & Wiliam, 2018; Memarian & Doleck, 2024). Assessment 

is simply defined as the process of determining what students know and can do (Looney 

et al., 2018). Assessments are often understood as questions or assignments in quizzes, 

tests, or other forms of evaluation. Assessment is an integral part of the learning process 

to improve the performance of teachers and students being assessed (Archer, 2017; 

Khairil & Mokshein, 2018). Assessment is used to measure the extent to which students 

have achieved the set learning targets (Baird et al., 2017; Barnes et al., 2017). Assessment 

measures the extent to which students have achieved the set learning targets. Assessment 

is the basis for measuring learning effectiveness, assisting teachers in developing 

appropriate learning strategies, and providing feedback to improve the quality of 

education (Mahlambi et al., 2022). Thus, assessment is not just about giving grades, but 

also about providing insight to enhance the overall learning process. The better the quality 

of the assessment, the easier it is for teachers to understand students' strengths and 

weaknesses (Gunawan & Asria, 2023). 

Based on a recent review of more than 4,000 studies, it is proven that implementing 

effective assessment in the classroom can significantly increase student learning speed 

(Earl, 2013, p. 3). Well-designed and implemented assessments not only help students 

understand the material more quickly but also speed up their overall learning process. 

Therefore, teachers as educators need to have adequate knowledge and skills in planning 

assessments, observing the learning process, and providing constructive feedback to 

students (Gardner, 2012, p. 38). This is important to ensure that assessments function 

optimally in supporting student learning progress and increasing teaching effectiveness. 

The quality of the assessment carried out by the teacher must of course be proven, 

namely by analyzing the question items (Halik et al., 2019; Hamimi et al., 2020). Analysis 

of question items is an important activity in creating questions to ensure the quality of the 

questions produced (Susanto et al., 2015; Wahiah et al., 2023; Yoshita Cahyaningrum et 

al., 2023). The need for question analysis arises because learning assessment is not only 

a process of providing grades but is also an important tool in improving overall learning 

effectiveness. Apart from that, according to (Aiken, 1994: 63), item analysis aims to 

improve the quality of the test by revising or deleting ineffective questions and obtaining 

diagnostic information about students' level of understanding of the material. Through 

this analysis, teachers can evaluate the extent to which previously designed learning 

objectives have been achieved. In addition, item analysis is important to improve the 

quality of items that will be reused in future tests (Quaigrain & Arhin, 2017). Item 

analysis can also be used to eliminate confusing or misleading question items in a test. 

Methods for analyzing test items include two approaches, namely classical theory 

(classical test theory) and item response theory (item response theory) or the IRT method 
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(Kiliç et al., 2023). Over the last few decades, the IRT method has developed rapidly and 

has become an important complement to classical test theory in test development (Stage, 

2003, p. 2). The IRT method emerged due to the limitations of classical test theory 

(Sainuddin, 2018). The IRT method was developed in the 1950s and 1960s by Frederic 

Lord and other psychometric experts. Their goal was to create a method that could 

evaluate respondents without relying on the same items in the test (Zanon et al., 2016). 

The IRT method has received much attention in instrument validation because it allows 

the estimation of students' abilities on any item (Gyamfi & Acquaye, 2023). The IRT 

method assumes that students' abilities are influenced by one dimension, namely the 

abilities measured in it, and the student's ability to answer one test item does not affect 

the answers to other items (Kong & Lai, 2022). In the IRT method, there are three 

parameters used, namely one parameter (1-PL), two parameters (2-PL), and three 

parameters (3-PL) models (Na et al., 2024). In the IRT model, three parameters can be 

used: one parameter (1PL), two parameter (2PL), and three parameter (3PL) models (Na 

et al., 2024). The 1-PL model only uses item difficulty level parameters, the 2-PL model 

uses difficulty level and difference power parameters, while the 3-PL model adds pseudo 

guessing parameters in addition to the item difficulty level and difference power (Bichi, 

2015). 

Treiblmaier et al. (2017) stated that there are several advantages when using the 

IRT method in analyzing test instruments. First, IRT assumes that the relationship 

between the answers on the test and the characteristics or abilities being measured is 

nonlinear. Second, by using IRT individual abilities can be performed more precisely, 

taking into account the unique characteristics of each test item. Third, IRT allows the 

estimation of item parameters (such as level of difficulty or discriminating power) 

independently of the sample used, so that the results are more general and can be applied 

to a wider population. Fourth, IRT not only allows the application of basic concepts such 

as reliability and internal consistency but also expands these concepts so that researchers 

can obtain more detailed information regarding the measurement process. 

Based on this background, this research aims to analyze Mid-Semester Assessment 

questions in Mathematics using the IRT (Item Response Theory) method. This analysis 

aims to evaluate the quality of the question items that have been designed in the Mid-

Semester Assessment. Using the IRT method, this research will measure the extent to 

which the question items in the Mathematics Mid-Semester Assessment can be 

considered of good quality. 

 

METHODS 

In this research, a descriptive analysis method with a quantitative approach was 

used, which aims to provide an overview of the results of the analysis of PTS Mathematics 

test items using the IRT (Item Response Theory) method. This research involved 143 

class XI students at one of the high schools in Magelang Regency as research subjects. 

The instrument used is a PTS Mathematics question sheet in Multiple Choice (PG) form 

which consists of 20 questions, each question has 5 alternative answers (A, B, C, D, E). 

Data analysis was carried out using the technique of analyzing the characteristics of the 

questions based on the IRT method, consisting of two stages, namely assumption testing 
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and test analysis. The assumption test consists of (1) unidimensional assumptions 

analyzed from the eigenvalues of the inter-item covariance matrix; (2) the assumption of 

local independence which is confirmed based on the test results on the unidimensional 

assumption; The assumption of parameter invariance was carried out by dividing 

respondents into two groups based on odd-even ordinal numbers. 

In Item Response Theory (IRT), there are three main models used to analyze test 

data, namely the 1-PL, 2-PL, and 3-PL models. The 1-PL model, also known as the Rasch 

model, only takes into account one parameter, namely the level of item difficulty. This 

model assumes that all items have the same discriminating power so that only differences 

in level of difficulty are measured. The 2-PL model adds one more parameter, namely 

item discriminating power, which allows each item to have different abilities in 

differentiating between students with high and low abilities. The 3-PL model introduces 

a third parameter, namely the guessing parameter, which takes into account the 

probability of students answering correctly at random, especially in multiple-choice 

questions. The selection of the model used is very dependent on the results of the model 

fit test analysis, which is carried out to ensure the model fits the data being analyzed. 

This research was carried out through several systematic stages. The first step is to 

prepare student answer data, which will be used in further analysis. After the data has 

been summarized, assumption testing is carried out which involves three important 

aspects, namely the unidimensional test to ensure that the data measures one main 

construct, the independence test to check whether students' answers to one item are not 

influenced by the answers to other items, and the invariance test to ensure that Item 

characteristics remained consistent across different groups of students. After these 

assumptions are met, this research continues with determining the model suitability test 

to select whether the 1-PL, 2-PL, or 3-PL IRT model best fits the student data. After the 

appropriate model is selected, item parameter analysis is carried out according to the 

model used. This analysis aims to evaluate the characteristics of the items in the test 

instrument, including how difficult the items are, how well the items differentiate between 

students with different levels of ability, and in the 3-PL model, how likely it is that 

students answer correctly at random. 

 

RESULTS AND DISCUSSION 

Test Assumptions 

The first step before estimating test parameters is to test the assumptions underlying 

Item Response Theory (IRT). These assumptions include unidimensionality, meaning 

that the test measures one major construct or ability; local independence, which indicates 

that the response to each test item is not influenced by the response to other items after 

controlling for ability factors; and parameter invariance, which states that item parameters 

and ability parameters do not depend on certain subgroups of the population. Testing 

these assumptions is important to ensure that the IRT model used is appropriate and can 

provide accurate and valid parameter estimates. 
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Unidimensional Assumption 

The unidimensionality assumption was checked by performing factor analysis, 

which included the eigenvalues of the inter-item covariance matrix. This analysis was 

carried out using SPSS software. The initial step in factor analysis is to assess sample 

adequacy using the KMO Test and Bartlett's Test, as shown in Table 1. 

Table 1. KMO Test Results and Bartlett’s Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0,758 

Bartlett’s Test of Sphericity Approx.  

Chi-Square 
590,941 

 df 190 

 Sig. ,000 

Based on Table 1, the KMO value is recorded at 0.758, while the Chi-Square value 

is 590.941 with degrees of freedom of 190 and a sig value. 0,000. Factor analysis can be 

fulfilled if 𝐾𝑀𝑂 > 0,5 and 𝑠𝑖𝑔.< 0,05 (Arlinwibowo et al., 2021). From these results, it 

can be seen that the total of 143 samples used in the research met the sample adequacy 

criteria needed to continue factor analysis. Factor analysis was then carried out using 

SPSS. The results of data processing for factor analysis can be found in the Eigen value 

section in Table 2 below. 

Table 2. Eigen Value 

Component Total Initial Eigenvalues % of Varians Cumulative % 

1 4.488 22.442 22.442 

2 1.514 7.570 30.012 

3 1.384 6.920 36.932 

4 1.323 6.617 43.549 

5 1.230 6.151 49.700 

6 1.162 5.811 55.510 

7 1.043 5.217 60.727 

8 .981 4.906 65.633 

9 .881 4.406 70.039 

10 .835 4.174 74.213 

11 .773 3.863 78.076 

12 .709 3.546 81.622 

13 .616 3.078 84.700 

14 .542 2.712 87.413 

15 .496 2.479 89.892 

16 .487 2.434 92.325 

17 .447 2.233 94.559 

18 .414 2.069 96.627 

19 .365 1.824 98.451 

20 .310 1.549 100.000 
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 Based on Table 2, 5 factors show an eigenvalue of more than 1. Based on this value, 

PTS has 7 factors. These 7 factors can explain 60.727% of the variance. These Eigen 

values can be visualized in the scree plot shown in Figure 1. 

 

Figure 1. Output Scree Plot 

From the illustration in Figure 1, there is a sharp decrease in the eigenvalue between 

factor 1 and factor 2. The eigenvalue begins to decrease at factor 2, so the scree plot 

almost forms a right angle. This shows that there is only one dominant factor in the test 

set, which indicates that the unidimensional assumption is met. Research conducted by 

Hartono et al. (2022) also confirmed these findings. They noted a sharp drop in 

eigenvalues between factor 1 and factor 2, supporting that the test had only one dominant 

factor. This confirms that unidimensional analysis can be applied in this test. 

Assumption of Local Independence 

The assumption of local independence is not tested separately in this context but is 

confirmed based on the results of previous unidimensional tests. This view is supported 

by Retnawati (2014, p. 7), who states that the assumption of local independence is 

automatically fulfilled if the response to the test is proven to be unidimensional. 

Therefore, because the unidimensionality assumption has been met, it can be concluded 

that the local independence assumption is also met. This is in line with research which 

states that local independence is fulfilled because the results of the unidimensional 

assumption are met (Özdemir, 2015). 

Parameter Invariance Assumption 

This assumption is substantiated through item parameter estimates. To test the 

invariance of item parameters, a 2-parameter (2-PL) model is used, which involves the 

level of difficulty and differentiability of the items. To test the invariance of item 

parameters, respondents were divided into two groups based on odd and even serial 

numbers. The results of the item parameter invariance analysis can be seen in Figure 2 

and Figure 3 below. 
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Figure 2. Invariance of Differential Power Item (a) 

 

Figure 3. Difficulty Level Invariance (b) 

Based on the results of the invariance analysis of the item parameters, each point is 

relatively close to the line 𝑦 = 𝑥. This shows that there is no significant variation in the 

parameters of item differentiation (a) and item difficulty level (b) resulting from dividing 

respondents with odd and even serial numbers. Thus, it can be concluded that the 

invariance of item differentiation and item difficulty level has been fulfilled. This is in 

line with research by Apriyani et al. (2023) which stated that no violations were found of 

the assumption of parameter invariance or test-taker abilities. 

Test Model Fit 

3 models are tested for model suitability in PTS Mathematics questions, namely the 

1-PL, 2-PL, and 3-PL models. The goodness-of-fit test is carried out through statistical 

goodness of fit based on the p-value. The question item is said to match the model if the 

p-value>α(α=0.05). Determining the model selected is based on the items that match the 
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most (Sumaryanta, 2021, p. 74). This model suitability test was analyzed using R software 

with the results shown in Table 3 below. 

Table 3. Results of Model Fit Analysis 

Question 

Number 

1 Parameter (1-PL) 2 Parameter (2-PL) 3 Parameter (3-PL) 

P-value Decision P-value Decision P-value Decision 

1 0,6866 Fit 0,2855 Fit 0,2337 Fit 

2 0,0115 Misfit 0,1251 Fit 0,239 Fit 

3 0,3941 Fit 0,4037 Fit 0,1672 Fit 

4 0,2018 Fit 0,4033 Fit 0,1191 Fit 

5 0,5491 Fit 0,7198 Fit 0,4090 Fit 

6 0,6286 Fit 0,7238 Fit 0,1848 Fit 

7 0,0053 Misfit 0,2114 Fit 0,5084 Fit 

8 0,2118 Fit 0,1003 Fit 0,2045 Fit 

9 0,0594 Fit 0,3781 Fit 0,2010 Fit 

10 0,6753 Fit 0,4253 Fit 0,0817 Fit 

11 0,6965 Fit 0,5652 Fit 0,1345 Fit 

12 0,1348 Fit 0,4936 Fit 0,0005 Misfit 

13 0,1105 Fit 0,3554 Fit 0,0193 Misfit 

14 0,0031 Misfit 0,4209 Fit 0,1283 Fit 

15 0,6913 Fit 0,7015 Fit 0,3877 Fit 

16 0,5822 Fit 0,6874 Fit 0,1045 Fit 

17 0,0479 Misfit 0,0019 Misfit 0,0442 Misfit 

18 0,0480 Misfit 0,3330 Fit 0,2533 Fit 

19 0,1060 Fit 0,0104 Misfit 0,2063 Fit 

20 0,8787 Fit 0,3233 Fit 0,3243 Fit 

 

Table 3 illustrates the suitability of the logistic parameter model for the 20 items. 

In the 1-PL model, there are 15 questions that match the model and 5 questions that do 

not. The 2-PL model shows that 18 items fit the model, while 2 items do not. Meanwhile, 

in the 3-PL model, 17 items match the model and 3 items do not match. Based on this 

analysis, the logistic parameter model chosen was 2-PL because it had the largest number 

of questions that fit the model, namely 18 questions. 

Analysis of Question Item Parameter Estimation 

In the two-parameter logistic model (2-PL), the two main parameters analyzed are 

difficulty level and discrimination. The 2-PL model is used in item response theory to 

model the probability that a student will answer an item correctly, influenced by these 

two parameters. The item parameter estimation was analyzed using R software, and the 

results are presented in Table 4. 
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Table 4. Analysis of the Quality of Model 2-PL Question Items 

Question 

Number 
Discrimination (𝑎) Difficulty Level (𝑏) Criteria 

1 1,411 -2,917 Deficient 

2 1,148 -1,882 Good 

3 0,794 -3,316 Deficient 

4 2,745 -1,275 Deficient 

5 1,364 -1,009 Good 

6 0,949 -0,136 Good 

7 1,680 -0,879 Good 

8 1,267 -0,444 Good 

9 2,261 -0.448 Deficient 

10 0,938 0,363 Good 

11 0,894 -1,566 Good 

12 1,908 -1,130 Good 

13 1,717 -1,084 Good 

14 1,252 -1,060 Good 

15 1,581 -1,507 Good 

16 0,562 -0,193 Good 

17 1,439 -0,673 Good 

18 1,700 0,447 Good 

19 0,743 -0,456 Good 

20 0,728 1,390 Good 

 

The discrimination index (parameter a) is a parameter that indicates the ability of 

an item to differentiate between test takers with varying abilities, specifically between 

those with high and low abilities (Zanon et al., 2016). Items with a high discrimination 

index demonstrate a stronger ability to distinguish between different levels of ability. The 

higher the value of a, the more effective the item is at selecting students with varying 

levels of difficulty. Then, the difficulty level (parameter b) indicates the relative position 

of the item on the scale of the test takers' ability. The difficulty level parameter (b) 

typically ranges from negative to positive values (Ayanwale et al., 2022). A negative b 

value indicates that the item is relatively easy, as it is likely to be answered correctly by 

most test takers, while a positive b value indicates that the item is more difficult. 

Next, to strengthen the item analysis presented in Table 4, a comparison with the 

Item Characteristic Curve (ICC) is needed. The ICC shows how the probability of a 

participant answering a question correctly varies according to their ability level (Stemler 

& Naples, 2021). In the context of the IRT model, ideally, this curve takes an S-shape 

(Sigmoid), reflecting the gradual relationship between a participant's ability and their 

likelihood of answering correctly (Cai et al., 2016). This S-shape indicates that the item 

has an appropriate level of difficulty, allowing it to effectively differentiate between low 



Hipotenusa: Journal of Mathematical Society, 6 (2), December 2024 
Gunawan, Kana Hidayati 

 

261 

 

and high ability students. Furthermore, the curve's slope, which is not too steep, helps 

maintain a balance between the difficulty level and the item's discrimination power, 

ensuring that the item is neither too easy nor too difficult. This characteristic curve is 

generated from the output of the R software, which is displayed in Figure 4 below. 

 

Figure 4. Item Characteristics Curve 

Determination of question item quality criteria refers to Hartono et al. (2022), which 

determines that an item is considered good if it has a difficulty level in the range of -2.0 

to 2.0 and a discriminating power between 0.0 and 2.0. The level of difficulty measures 

the extent to which the test taker can solve the question, where a score in this range 

indicates a question that is neither too easy nor too difficult. Discriminating power 

measures the ability of questions to differentiate between test takers who have high and 

low abilities. 

Based on the results of the item analysis in Table 4, the quality of the 20 items 

analyzed is evaluated based on two parameters in the two-parameter logistic (2-PL) 

model: discrimination (a) and difficulty (b). From the table, 16 items, or 80%, meet the 

criteria for good quality. Items categorized as "good" have ideal values for discrimination 

and difficulty, making them effective in distinguishing between high and low-ability 

participants. Items with high discrimination are more effective in differentiating 

participants with varying abilities, while items with moderate difficulty levels indicate 

that they can be answered by participants across a range of ability levels.  

Conversely, there are 4 items, or 20%, that do not meet these criteria, thus 

categorized as items with poor quality. This is because they do not satisfy one of the two 

parameters, namely discrimination and difficulty. According to Kusumayanti & Jannah 

(2022), items that do not meet these criteria may be too difficult or too easy, or have low 

discrimination power, making them less effective in accurately assessing the test 

participants' abilities. Such items need to be revised or improved before being included 

in the item bank to meet the expected quality standards (Retnawati & Hadi, 2014). Storing 

high-quality items in the item bank ensures more valid and reliable tests for future 

evaluations, while poor-quality items are recommended to be redeveloped or adjusted to 

improve their quality (Santoso et al., 2019). 



Hipotenusa: Journal of Mathematical Society, 6 (2), December 2024 
Gunawan, Kana Hidayati 

 

262 

 

CONCLUSION 

Based on the IRT assumption test which includes unidimensional, local 

independence, and invariance assumptions, the results obtained are (1) the 

unidimensional assumption shows that there is only 1 dominant factor in the test set so 

that the unidimensional assumption is met, (2) the local independence assumption is also 

fulfilled because the local independence assumption is automatically proven after being 

proven by the unidimensionality of the response data to the test, (3) the assumption of 

parameter invariance with the 2-PL model that the invariance of item differentiation and 

item difficulty level is fulfilled. After the assumption test was met, a model suitability test 

was carried out which showed that 2-PL was the right model to use for this PTS 

Mathematics question. From the estimated values for each parameter, it was found that 

the different powers of the questions were in the range of 0.562 to 2.745. Then, the 

difficulty level of the questions is in the range of -3.316 to 1.390. Further analysis, namely 

reviewing the parameter values for differentiating power and level of difficulty, resulted 

in 16 questions meeting the criteria for good question quality and 4 questions meeting the 

criteria for deficient question quality. 
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